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*Abstract*—As online movie platforms and user-generated content continue to grow, there has been an increasing amount of research on smart systems for movie recommendation and consumer sentiment analysis. This review covers recent progress in applying deep learning methods to address these algorithms. We look at different neural network architectures, such as Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs), and Long Short-Term Memory (LSTM) networks, often used together in hybrid models. These approaches are applied to tasks such as predicting movie ratings before release, offering personalized recommendations, and analyzing the sentiment in movie reviews. The review also highlights how these methods help address issues like limited data, cold-start problems, shifting user preferences, and understanding complex language. Additionally, we explore how extra data sources, such as historical metadata, social media, movie posters, and facial recognition, are improving the performance of these models. Finally, we suggest possible future research areas, such as developing more advanced hybrid models, using state-of-the-art natural language processing techniques, and tackling ethical concerns in personalized recommendation systems.

# Introduction

The ways in which people discover and watch movies have changed significantly throughout the digital era. With massive content libraries available on streaming platforms, users often face the problem of having too many options [2][5]. This has made movie recommendation systems more important than ever; not only to help users find content they will enjoy [6], but also to boost engagement and guide decisions made by filmmakers and streaming services [1]. At the same time, the vast amount of online movie reviews offers valuable insight into audience opinions [4], making sentiment analysis a key tool for understanding viewer reactions and shaping future content [10][11].

Traditional recommendation methods, such as collaborative filtering and content-based approaches, come with challenges [2]. They often struggle with limited data, difficulty making recommendations for new users or movies, and adapting to how people’s preferences change over time [3][5]. Similarly, classic sentiment analysis techniques may fail to capture the deeper meaning or nuanced context within reviews [4].

In recent years, deep learning has offered promising solutions to these challenges. Models like Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), particularly Long Short-Term Memory (LSTM) networks, have shown strong ability in identifying complex patterns across a variety of data types, such as user interactions [1], textual reviews [4], and visual content [3]. This literature review explores recent research that applies deep learning to movie recommendation systems and sentiment analysis, highlighting the current state of the field and emerging trends.

# Related Works

Deep learning has been applied to movie-related tasks in a variety of ways, most commonly in areas like predicting ratings before a movie is released, recommending movies tailored to individual users, and analyzing the sentiment of movie reviews.

## Pre-Release Movie Rating Prediction

A growing area of research explores how to predict a movie’s rating before it’s even released in theaters or on streaming platforms. In their study, Abarja and Wibowo developed a CNN-based model that uses historical metadata (e.g. director, cast, genre, content rating, and production company) to make these predictions [1]. The model looks at features such as average ratings of past movies involving the same people, then feeds that data into a convolutional neural network to estimate the expected rating. This pre-release approach is especially helpful for studios and marketers who want early insights into how a movie might perform. Since the model leverages historical data rather than real-time reviews, it tends to achieve better accuracy and generalization than traditional methods, making it a solid step forward in this space.

## Personalized Movie Recommendation Systems

Research has focused on building personalized movie recommendation systems using different deep learning models and hybrid methods.

1) *RNN-Based Recommendation:* Several studies have used Recurrent Neural Networks (RNNs) to better capture the sequential nature of user preferences. Kim et al. developed a system that tracks how users’ movie tastes evolve over time using an RNN. Their model groups users with similar rating patterns and learns how their preferences change, allowing for more accurate future recommendations. This approach helps overcome a common limitation in traditional systems, which often treat all past preferences as equally relevant [8].

Labde et al. use RNNs in a hybrid model that incorporates elements of cognitive thinking by factoring in user age and psychological traits. Their system combines RNNs with collaborative filtering, content-based filtering, and age-based rules to deliver more personalized and age-appropriate suggestions [9].

Meanwhile, Al Awienoor and Setiawan take a different approach by using Twitter data to power their recommendation system. They combine Switching Hybrid Filtering (SHF) with an RNN that performs sentiment analysis on tweets to generate recommendations. This method is especially effective for recommending new or lesser-known movies, where traditional data sources may be limited [2].

2) *CNN-Based Recommendation:* Convolutional Neural Networks (CNNs) have also been widely used in personalized movie recommendation systems. Zhang et al. developed a CNN-based model that learns hidden patterns in both user preferences and movie features by using a user-movie interaction matrix. Their system is able to generate personalized recommendations even with minimal user input, helping to address the cold-start problem [14].

Guo proposed a hybrid approach that combines CNN-based visual feature extraction with collaborative filtering. Using a pre-trained CNN model (VGG16), the system analyzes movie posters to extract visual characteristics, which are then used to match users with similar preferences and recommend relevant movies [5].

In another study, Dudekula et al. introduced a smart TV recommendation system that uses facial recognition powered by CNNs to identify users. Once a viewer is recognized, the system applies hybrid filtering based on their personalized data to deliver hands-free, tailored movie suggestions [3].

3) *Hybrid CNN-LSTM Models for Recommendation:* Bringing together the strengths of CNNs and LSTMs has led to better recommendation results in recent studies. Wang et al. introduced a system that combines LSTM and CNN models to make more personalized suggestions [12]. The LSTM captures how a user’s preferences change over time, while the CNN extracts meaningful patterns from movie titles. By using both time-based behavior and content features, their model delivers more accurate recommendations [12]. In another study, Wang et al. propose a hybrid LSTM-CNN model to predict movie ratings and generate recommendations by capturing time-based user behavior and extracting features from movie titles [13].

4) *Deep Collaborative Filtering and Review-Based Methods:* Karras and Karras introduced DeepCoNN, a deep learning model designed to improve movie recommendations by learning from both user and movie reviews [7]. The model uses two parallel CNNs, one focused on user reviews and the other on movie reviews, to extract meaningful features from the text. These features are then combined to make recommendation predictions. By relying on review content instead of just ratings, DeepCoNN is especially effective at handling challenges like sparse data and the cold-start problem [7].

## Sentiment Analysis of Movie Reviews

Deep learning has significantly advanced the field of sentiment analysis for movie reviews.

1) *CNN-Based Sentiment Analysis:* Imran et al. proposed a method that improves Word2Vec embeddings by combining them with Latent Dirichlet Allocation (LDA), allowing the model to capture both semantic meaning and topic-level context [6]. These improved and enriched features are then passed through a CNN for binary sentiment classification and resulting in high accuracy [6]. Garg et al. conducted a comparative study of CNNs and other deep learning models for sentiment analysis, demonstrating that CNNs are especially good at picking up on key local patterns in text, which makes them highly effective for this task [4].

2) *LSTM-Based Sentiment Analysis:* Zhang et al. introduced an improved sentiment classifier by combining LSTM with Adaboost [15]. The idea behind this approach is that while LSTM is great at learning from the sequential nature of language, it can struggle with challenges like noisy text or long reviews. To address these issues, the authors used Adaboost - an ensemble learning technique that combines multiple weak classifiers to create a stronger model. In their method, each of these weak classifiers is an individual LSTM model [15].

They compared this LSTM-Adaboost combination with standalone CNN and LSTM models using the IMDb reviews dataset. The results showed a 6% improvement in accuracy over the standalone LSTM. Additionally, the LSTM-Adaboost model was better at handling mixed, long, and ambiguous reviews.

The key contribution of this work was not just using LSTM for sentiment analysis but specifically integrating it with Adaboost to create a more robust and accurate classifier for movie reviews. This ensemble approach took advantage of LSTM's ability to learn from sequences and the power of Adaboost to boost overall performance [15].

1) *Hybrid CNN-LSTM Models for Sentiment Analysis:* Several studies highlight the advantages of combining CNNs and LSTMs for sentiment analysis. Rehman et al. proposed a CNN-LSTM hybrid model that uses CNNs to extract important local features from text and LSTMs to capture long-term dependencies in reviews. Their model showed strong performance on standard sentiment analysis datasets [10]. Similarly, Garg et al. found that CNN-LSTM hybrids consistently outperformed standalone models in terms of accuracy and other evaluation metrics [4].

Sinha et al. took a broader approach by comparing various deep learning techniques, including CNN, LSTM, GRU, BERT, and hybrid models like BERT-LSTM and BERT-CNN. Their results showed that BERT-based hybrid models performed best, especially when it came to capturing the contextual and semantic meaning within reviews [11].

Table 1 presents a classification of the reviewed papers based on the deep learning techniques they used, the specific application areas they focused on, and the key results achieved.

Table 1- Overview of Reviewed Studies

| **Paper** | **Problem Addressed** | **Techniques** | **Results** | **Classification** |
| --- | --- | --- | --- | --- |
| [1] | Poor pre-release prediction. | CNN with metadata/history. | CNN outperformed traditional; better pre-release accuracy. | Recommendation |
| [2] | Sparse ratings, unused tweets. | SHF + RNN (RoBERTa, Nadam). | 86.11% accuracy; good on sparse, dynamic data. | Recommendation |
| [3] | Multi-user ID issues. | CNN (face) + hybrid filtering. | ~95% face accuraccy.; ~85% (single), ~81% (multi-user). | Recommendation |
| [5] | Cold-start, sparse data. | CNN (VGG16) + Collaborative filtering (CF) | Better prediction, personalization. | Recommendation |
| [7] | Sparse ratings, unused reviews. | DeepCoNN (parallel CNNs), GloVe. embeddings | High accuracy, better in cold-start/sparse cases. | Recommendation |
| [8] | Ignored evolving tastes. | RNN groups + preference evolution. | Lower errors vs CF/basic RNN. | Recommendation |
| [9] | No psych factors, poor adaptability. | Ensemble: RNN, age model, CF/CBF. | More accurate, age-aware, cold-start friendly. | Recommendation |
| [12] | Shallow models, complex behavior. | LSTM (user) + CNN (movie). | Outperformed traditional in personalization, sparse data. | Recommendation |
| [13] | Static preferences, shallow content use. | Hybrid LSTM-CNN. | Lower MSE/MAE; better than standalone models. | Recommendation |
| [14] | Heavy rating reliance, weak cold-start. | CNN on user-movie matrix. | Higher cold-start accuracy than CF/CBF. | Recommendation |
| [4] | Weak semantic/context capture. | CNN, LSTM, hybrids, Word2Vec. | CNN+LSTM up to 91%; hybrids best. | Sentiment Analysis |
| [6] | Missed context, weak hierarchy. | Enhanced Word2Vec, 7-layer CNN. | 92.4% accuracy; beat baselines. | Sentiment Analysis |
| [10] | Missed context/local patterns. | CNN-LSTM, Word2Vec. | High accuracy, esp. on long reviews. | Sentiment Analysis |
| [11] | Context, embedding, speed/accuracy tradeoff. | CNN, LSTM, BERT hybrids. | BERT hybrids best; strong context handling. | Sentiment Analysis |
| [15] | Noisy text, weak single models. | LSTM + Adaboost ensemble. | 6% accuracy gain over solo LSTM. | Sentiment Analysis |

# Discussion & Future Directions

The studies reviewed clearly show the strong potential of deep learning to transform movie recommendation and sentiment analysis. Hybrid models, especially those that combine CNNs with RNNs or LSTMs, consistently outperform traditional approaches by taking advantage of each architecture’s strengths. CNNs are particularly effective at identifying local patterns in different types of data, such as text [4], images [5], and user-item matrices [14], while RNNs [8] and LSTMs are better suited for capturing the sequential and contextual aspects of user behavior and language [4][10].

Incorporating additional sources of information beyond just ratings; like metadata [1], social media sentiment [1], movie posters [5], and user reviews [11], has also proven valuable in overcoming issues such as data sparsity and the cold-start problem [2] [5]. On top of that, personalized systems that adapt to changes in user preferences [14] and even consider cognitive traits like age [9] show real promise in building more tailored and user-focused recommendation experiences [3].

While progress has been made, there is still more to explore.

* Advanced hybrid architectures: Investigating new ways to combine different neural network layers and attention mechanisms could help models better capture complex user-item interactions and subtle language patterns [4][5]. These combinations may unlock deeper insights that single-model approaches might miss.
* Cutting-edge NLP techniques: Leveraging transformer-based models like BERT and its variants, highlighted by Sinha et al., shows strong potential for improving sentiment analysis and understanding movie content beyond basic keywords [11]. Unlike traditional methods, these models grasp the meaning of words based on context, making them better at interpreting the tone and intent behind user reviews.
* Tackling cold-start and data sparsity challenges: The cold-start problem occurs when the system has little to no data on a new user or movie, while data sparsity refers to having too few ratings overall [5]. Developing meta-learning strategies, where models learn how to learn from limited data, or using richer contextual information like user demographics, time of day, or social trends, could help improve predictions even when data is limited [7] [14].
* Modeling evolving user preferences: People’s movie tastes change over time, influenced by age, mood, or current events [8]. Research that focuses on capturing these shifts can help build recommendation systems that adapt over time, making suggestions that are more relevant to what a user wants at the moment, not just what they liked in the past [3] [13].
* Integrating multi-modal data: Instead of relying solely on text data like reviews or summaries, combining different types of information, such as movie trailers, plot descriptions, posters, and actor details, and give models a more complete understanding of each movie. This leads to better recommendations and more accurate sentiment analysis by capturing multiple layers of meaning and appeal.
* Considering ethical implications: As recommendation systems become more powerful, it is important to think about issues like bias, fairness, and the risk of where users only see one type of content. Future research should prioritize building systems that are not only smart but also fair, inclusive, and responsible.

# Conclusion

Based on the wide range of research reviewed, it is clear that deep learning has played a major role in improving both movie recommendation systems and sentiment analysis. In movie recommendations, there is a strong shift toward using CNNs and RNNs, especially LSTM networks, to tackle the limits of older methods. Many studies try to solve the cold-start problem and data sparsity by using creative solutions, like extracting visual features from movie posters using CNNs, analyzing user and item reviews with deep neural networks, or using popularity-based models for new users.

Another growing focus is on how user preferences change over time. Several RNN-based models are designed to track how users’ interests evolve by learning from the order in which they rate or watch movies. Hybrid models are also gaining attention. Some papers even go further by considering psychological factors like how age might influence genre preferences. The overall trend is toward highly personalized systems that factor in individual behavior, movie content, and timing.

At the same time, deep learning has boosted sentiment analysis of movie reviews. CNNs are great at picking up local patterns in text, while LSTMs handle long-term context and meaning well. When combined in hybrid models, they tend to perform even better by taking advantage of both techniques. Word embeddings like Word2Vec, and more advanced tools like BERT, are also key in helping models understand the meaning of reviews. In some cases, combining LSTM with ensemble methods like Adaboost helps make the model more accurate and able to deal with messy or mixed reviews.

Overall, research shows how much smarter recommendation and sentiment systems have become enabled by deep learning. These newer models don’t rely just on ratings or hand-crafted features, they can learn complex patterns from reviews, images, user behavior, and metadata. This progress is valuable for people across the movie industry, from studios to streaming services and marketers. With accurate pre-release predictions, personalized recommendations, and deeper insights into public opinion, these systems can help deliver a high-quality experience to its users. As these models keep improving, we can expect even more accurate and adaptive systems in the future.
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Appendix

This report is based on paper summaries gathered by the group. Each member reviewed three papers, and we worked together to compile, write, and analyze the content using our notes.